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Image Generation Methods

● Diffusion models: 

○ Stable Diffusion, Imagen, Dall-E 2

● Transformer-based models: 

○ Parti, Muse
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Muse (Parallel Decoding)

16 x 16

● The Muse 3B model is 10x faster than Parti/Imagen 3B on TPUv4.



Muse (Parallel Decoding)
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Motivation

● 8192 tokens in the vocab.

● Number of permutations:

○ 2x2 patch: O(1015)
○ 3x3 patch: O(1035)
○ 16x16 patch: O(101002)

● Only a small subset of token 
arrangements will be “valid”.

● Highly confident tokens 
should be able to influence 
nearby tokens



Markov Random Fields (MRFs)

● Define a discrete random variable Xi at each cell i.

● Connect the random variables to form a random 
field.

● An assignment to the random field X1, X2, …, XN ⇒ an image.

X1 ∈ {l1, l2, …, lL}

XN ∈ {t1, t2, …, tV}



Markov Random Fields (MRFs)

•  
• We now need to define         such that a 

photorealistic image will have low         .
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Difference Compared to Semantic Segmentation

● The graph is truly fully-connected.
● Spatial relationships are not fixed.
● Label compatibilities are not fixed.
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MRFs for Fast Image Generation



MRFs for Fast Image Generation

Transformer 
Model

(e.g. Muse)
MRF ModelText Prompt

● Much of the 
heavy-lifting is 
done here.

● Bulky, slow model

● Fixes the incompatible 
tokens

● Light-weight and super 
fast



Speeding Up Inference with MRFs



Generation Quality
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Quantitative Results



Thank you!


